
Chapter 3:

Determinants and Diagonalization

Sec. 3.2: 

Determinants and Matrix Inverses



Determinant Properties/Theorems

Proof:  

Extended version of the product theorem:  

If 𝐴1 ,  𝐴2 , … ,  𝐴𝑘 are all  𝑛 × 𝑛 matrices,  then

det 𝐴1𝐴2⋯𝐴𝑘−1𝐴𝑘 = det 𝐴1 det 𝐴2 ⋯det(𝐴𝑘−1) det(𝐴𝑘)
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Ex 1:  If  A ,  B , and  C are  𝑛 × 𝑛 matrices with  𝐴 = 2 ,  

𝐵 = −1 ,  and   𝐶 = −3 ,  find

a) 𝐴𝐵

b) 𝐶𝑇

c) 𝐴4

d) 𝐴−1

e) 𝐴4𝐵𝑇𝐶−1𝐴−1𝐵2𝐴−1

Determinant Properties/Theorems



Def:  An  𝑛 × 𝑛 matrix  A  is called orthogonal if  𝐴−1 = 𝐴𝑇. 

Ex 2:  If  A  is an  𝑛 × 𝑛 orthogonal matrix, what are the only 

possible values for  det(𝐴)?  

Determinant Properties/Theorems



Recall:  If  A  is an  𝑛 × 𝑛 matrix…

• 𝐴𝑖𝑗 is the matrix obtained by deleting the  ith row and  jth

column of the matrix  A

• 𝑀𝑖𝑗 ≡ det(𝐴𝑖𝑗) are called the minors of matrix  A

• 𝑐𝑖𝑗 𝐴 ≡ (−1)𝑖+𝑗𝑀𝑖𝑗 or  𝑐𝑖𝑗 𝐴 ≡ −1 𝑖+𝑗det(𝐴𝑖𝑗) are 

called the cofactors of the matrix  A

The Adjoint of a Matrix and Matrix Inverses

𝑎𝑑𝑗(𝐴) =

𝑐11(𝐴) 𝑐12(𝐴)
𝑐21(𝐴) 𝑐22(𝐴)

⋯
𝑐1𝑛(𝐴)

𝑐2𝑛(𝐴)
⋮ ⋱ ⋮

𝑐𝑛1(𝐴) 𝑐𝑛2(𝐴) ⋯ 𝑐𝑛𝑛(𝐴)

𝑇

Def:  If  A  is an  𝑛 × 𝑛 matrix, the adjoint of  A  is the 

transpose of the matrix of cofactors of  A. (Notation:  𝑎𝑑𝑗(𝐴) )



The Adjoint of a Matrix and Matrix Inverses

Ex 3:  If  𝐴 =
−2 5 4
1 3 −1
0 −6 2

,  find

a) 𝐴
b) 𝑎𝑑𝑗 𝐴
c) 𝐴 𝑎𝑑𝑗(𝐴)
d) 𝑎𝑑𝑗 𝐴 𝐴
e) 𝐴−1



The Adjoint of a Matrix and Matrix Inverses

Note:



What do you get if you multiply  A  with  𝑎𝑑𝑗 𝐴 ?

𝐴 𝑎𝑑𝑗 𝐴 =

𝐴 0
0 𝐴

⋯ 0
0

⋮ ⋱ ⋮
0 0 ⋯ 𝐴

,  so  𝐴−1 =
1

𝐴
𝑎𝑑𝑗(𝐴)

The Adjoint of a Matrix and Matrix Inverses



The Adjoint of a Matrix and Matrix Inverses

Ex 4:  If  𝐴 =
4 1 7
2 0 9
−1 3 1

,  find the (3,2)-entry of  𝐴−1



The Adjoint of a Matrix and Matrix Inverses

Ex 5:  Show that if  A  is an  𝑛 × 𝑛 matrix with  𝑛 ≥ 2 ,  then  

𝑎𝑑𝑗(𝐴) = 𝐴 𝑛−1.



Cramer’s Rule

• Cramer’s Rule is a cute little formula that gives you the

solution to a system of n equations in  n  unknowns when

the system has a unique solution

• The formula for Cramer’s Rule involves determinants

• Cramer’s Rule can be derived from the adjoint formula for  

𝐴−1



Cramer’s Rule

Suppose you are trying to solve the following system of  n  

equation in  n  unknowns…

𝑎11𝑥1 + 𝑎12𝑥2 +⋯+ 𝑎1𝑛𝑥𝑛 = 𝑏1
𝑎21𝑥1 + 𝑎22𝑥2 +⋯+ 𝑎2𝑛𝑥𝑛 = 𝑏2

𝑎𝑛1𝑥1 + 𝑎𝑛2𝑥2 +⋯+ 𝑎𝑛𝑛𝑥𝑛 = 𝑏𝑛

⋮

This system can also be written as  𝐴𝒙 = 𝒃 where

𝐴 =

𝑎11 𝑎12
𝑎21 𝑎22

⋯
𝑎1𝑛
𝑎2𝑛

⋮ ⋱ ⋮
𝑎𝑛1 𝑎𝑛2 ⋯ 𝑎𝑛𝑛

A is the coefficient matrix

𝒙 =

𝑥1
𝑥2
⋮
𝑥𝑛

Column matrix 

of variables

Column matrix 

of constants

𝒃 =

𝑏1
𝑏2
⋮
𝑏𝑛



Cramer’s Rule

System:  𝐴𝒙 = 𝒃

𝐴 =

𝑎11 𝑎12
𝑎21 𝑎22

⋯
𝑎1𝑛
𝑎2𝑛

⋮ ⋱ ⋮
𝑎𝑛1 𝑎𝑛2 ⋯ 𝑎𝑛𝑛

𝒙 =

𝑥1
𝑥2
⋮
𝑥𝑛

𝒃 =

𝑏1
𝑏2
⋮
𝑏𝑛

If  𝐴 = 0,  then the system will either have no solution, or 

infinitely many solutions.

If  𝐴 ≠ 0,  then the system will have exactly one solutions 

and in this case, Cramer’s Rule gives us the solution.



Cramer’s Rule

Ex 6:  Use Cramer’s Rule to solve the system of equations 

below…

5𝑥1 − 2𝑥2 + 𝑥3 = 9
2𝑥1 + 4𝑥2 − 3𝑥3 = 2
𝑥1 − 3𝑥2 + 6𝑥3 = −7



What you need to know from the book

Book reading

Pages: 158-165 (only top half, do not go on to polynomial 

interpolation).

Problems you need to know how to do from the book

#’s 1-6, 8-21, 26-29, 32-34


